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E
lectron transfer (ET) is one of the most
significant chemical processes. ET
measurements are generally pursued

in two physical limits. The most common
examples comprise electron transfer either
between two molecules or between two
parts of a large molecule.1�8 The molecular
motions and solvent polarization combine
to provide a polarization bath, within which
electron tunneling occurs. In the nonadia-
batic limit, the theory to understand the
calculations of such reaction rates was
first developed by Marcus, and depends
upon the polarization coordinates provid-
ing a bath, that can absorb the excess
energy for an exoergic reaction and provide
the activation for an endoergic reaction.9�13

The time scales in the nonadiabatic limit
correspond to the electron tunneling time
being substantially shorter than the charac-
teristic bath dynamical times.
The second, far less common electron

transfer phenomenon inmolecules involves
molecular transport junctions, in which

(ideally) a single molecule is suspended
between metallic electrodes, and the cur-
rent across that molecular junction is mea-
sured as a function of voltage.14�25 Here,
the standard approach is the Landauer
scheme,15,18,19,21,23,26�29 in which the bath
is now provided by the electronic sea in the
electrodes. The dominant process here is
elastic scattering, and the process is purely
electronic;themolecules act as a tunneling
bridge (at least in the off-resonance case),
and charge tunnels between the macro-
scopic electrodes through the molecule.
Here we investigate a situation in which

neither of these limits is appropriate. We
consider molecules in junctions, existing in
a quasi two-dimensional environment com-
posed of metallic quantum dots with chain-
like molecules that can bind to the dots at
both ends (Figure 1). Molecular motion can
change the interfacial structure, and there-
fore the electronic spectral density (a crucial
component of Landauer theory) becomes
time dependent.
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ABSTRACT We explore the transport of electrons between electrodes that

encase a two-dimensional array of metallic quantum dots linked by molecular

bridges (such as R,ω alkaline dithiols). Because the molecules can move at finite

temperatures, the entire transport structure comprising the quantum dots and the

molecules is in dynamical motion while the charge is being transported. There are

then several physical processes (physical excursions of molecules and quantum

dots, electronic migration, ordinary vibrations), all of which influence electronic

transport. Each can occur on a different time scale. It is therefore not appropriate

to use standard approaches to this sort of electron transfer problem. Instead, we present a treatment in which three different theoretical approaches;
kinetic Monte Carlo, classical molecular dynamics, and quantum transport;are all employed. In certain limits, some of the dynamical effects are

unimportant. But in general, the transport seems to follow a sort of dynamic bond percolation picture, an approach originally introduced as formal models

and later applied to polymer electrolytes. Different rate-determining steps occur in different limits. This approach offers a powerful scheme for dealing with

multiple time scale transport problems, as will exist in many situations with several pathways through molecular arrays or even individual molecules that

are dynamically disordered.
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We address these problems by combining tunneling
calculationswithmolecular dynamics and kineticMonte
Carlo calculations. This is done to deal with the time-
dependent evolution ofmolecular geometries, andwith
the multiple time scales involved in these systems.
The marriage of molecular electronics with nano-

structured materials has proven fruitful in recent years,
with the development of a variety of functional organic
electronic devices. Supramolecular systems30 as well
as hybrid materials31 have provided additional archi-
tectures with which to build and/or test molecular
electronic devices. The potential advantages of such
systems include better reproducibility, increased sta-
bility, and easier integration with traditional electro-
nics. While nanostructured materials are a boon to the
experimental development of molecular electronics,
they require creative modeling techniques that treat
time and length scales spanning several orders of
magnitude, to capture the underlying physics dictating
the electronic motion. In this work, we present a
multiscale computational approach that underscores
the importance of integrating multiple levels of theory
when studying finite-temperature electron transport
through nanostructured materials, in particular molec-
ularly linked nanoparticle arrays.32,33 Our computa-
tionalmethod is used to probe a previously unexplored
aspect of disorder in nanoparticle arrays. Specifically,
we examine how structural fluctuations that occur
on the atomic length scale and picosecond time scale
affect transport on mesoscopic length scales and
microsecond time scales.
Recent experimental efforts have demonstrated the

utility of nanoparticle arrays as test-beds for molecular

electronic junctions.34�37 Single junctions can be
formed by linking two macroscopic electrodes with
dithiolated molecules or with other linkers38�41

(Figure 1). By modifying the nature of the molecular
interconnects, the arrays can be tuned to have varying
levels of conductivity. This principle can be used to
create switchable arrays by connecting nanoparticles
with molecular linkers that exhibit photochromic or
redox-sensitive conductance switching.34,36 In such a
system, it is possible to make qualitative inferences
about the constituent junctions composing the array
(when the array has a high conductance, more molec-
ular switches are “on” than when the array has a low
conductance). Extracting more specific information
about individual junctions from conductancemeasure-
ments of the array is a challenging task; it is necessary
to understand the potential sources of disorder within
the 2D structure that may be affecting electron trans-
port across the array. For control of transport, such an
undertaking is needed.
Well-studied sources of disorder include defects in

the packing structure of the array, size dispersity of
nanoparticles, and dynamic charging effects.31,42,43

In addition to these issues, molecularly linked nano-
particle (NP) arrays will have disorder arising from
structural fluctuations in the interconnecting molecu-
lar junctions. Junction conductance is highly depen-
dent on the molecule/interface structure, and systems
in which this geometry evolves over time can exhibit
switching behavior.44�46 While the speed and magni-
tude of the switching depend on the environment,
the presence of stochastic switching is widely seen in
junctions based on the Au�S binding motif, due partly
to the labile thiol�gold bond.47,48

In this report, we explore the effect of stochastic
switching in single-molecule junctions on the multi-
scale transport properties of molecularly linked
nanoparticle arrays, using a combination of molecular
dynamics (MD), an electron transport formalism
based on Green's functions, and kinetic Monte
Carlo simulations. Our results indicate that electronic
motion through interlinked arrays may be described
using dynamic bond percolation theory (DBPT),
given the appropriate input parameters obtained
from simulation, and when the switching can be
described by a Poisson process.49,50 For fluctuations
that occur more quickly than the average electron
hopping rate between nanoparticles, the dynamic
effects average out. For slower fluctuations, electron
mobility is gated by the dynamics of the intercon-
necting molecular junctions. Our findings highlight
the importance of controlling molecule/interface
geometric fluctuations in molecularly linked nano-
particle arrays. Additionally, they show the value of
hierarchical computational approaches when model-
ing the electron transport properties of nanostruc-
tured materials.

Figure 1. (Top) Schematic of nanoparticle array interlinked
by molecular junctions. In the bottom panel, biphenyl
dithiol is suspendedbetweenAu[111] electrodes. Gold atoms
are purple, carbon are blue, hydrogens are white, and sulfurs
are yellow.
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COMPUTATIONAL HIERARCHY

An overview of the computational approach is shown
in Figure 2. A description of the computational hierarchy
will be given here, with additional details available in the
Materials and Methods section. Three types of calcula-
tions were performed.
(1) In the MD simulations, a single biphenyl-4,40-

dithiol molecule is bound between two gold electro-
des (Figure 1). The biphenyl is allowed to move, as are
the three layers of Au atoms nearest to the junction.
This setup is used to model the molecular junction
formed between two neighboring nanoparticles. After
every picosecond of simulation time, the configuration
of the metal�molecule�metal junction is recorded.
(2) Conformations from the MD trajectory are then

used as input for the next step in the computational
approach, in which the transmission function at the
Fermi energy T(EF,t) is computed for the geometry at
time t. From the transmission function, the electron
transfer rate kifj for thermally activated hopping be-
tween neighboring nanoparticles i and j can be calcu-
lated (see SI text):

ki f j(t) ¼ 2
h
T(EF, t)

ΔE

eΔE=(kBT) � 1
(1)

Here ΔE is the difference in energy in the electron
transfer event, kB is the Boltzmann constant, T is the
temperature, and h is Planck's constant. The energy
difference ΔE is approximated as a constant value for
all simulations.
(3) The set of time-dependent hopping rates {k}

is then used in kinetic Monte Carlo (KMC) simulations.
In the KMC simulations, electrons are allowed to hop
between nearest-neighbor nanoparticles that are as-
sembled in a hexagonal array. At the beginning of the

KMC simulations, every bond between neighboring
nanoparticles is assigned randomly a rate from the set
{k} obtained from steps 1 and 2. After every Monte
Carlo step, each rate changes from kifj(t)f kifj(tþΔt)
where Δt is the period at which configurations were
recorded in the MD simulations (1 ps). In this way, we
model the effect of the time evolution of the inter-
connecting molecular linkers. Upon completion of the
KMC simulations, the electronic diffusion coefficients
are computed from the average electronic mean
squared displacements.
Within this multiscale approach, each of the three

steps is necessary. The MD simulations provide infor-
mation regarding the structural fluctuations of the
interparticle molecular bridges, the quantum transport
calculations relate those geometrical fluctuations to
changes in the interparticle electron transfer rates, and
the KMC simulations reveal the effect of the fluctua-
tions on mesoscopic transport. Using this framework,
we can understand the effect that fluctuations in
the molecular junctions have on electronic motion
through the array.

RESULTS

Because surface defects can play an important role
in the geometric and transport properties of molecular
junctions,51 two types of electrode structures are con-
sidered: electrodes with defect-free surfaces, and elec-
trodes with 2/3 of the surface atoms missing. We will
examine the defect-free surfaces first (Figure 1). In the
system with defect-free surfaces, the most dramatic
structural changes in the junction are a result of the
mobility and intramolecular motion of the biphenyl
molecule. The labile Au�S bond permits diffusion of
the biphenyl dithiol within the junction, allowing the
molecule to access a range of binding locations and
tilt angles, which affect the transport properties.52�54

In addition to the variety of binding geometries, the
biphenyl experiences a number of conformational
changes which also affect transport through the
junction.54 The time-dependent transmission function
distribution is shown in Figure 3a with a histogram of
transmission values in Figure 3b. The average value of
the transmission is 0.008 ( 0.002 corresponding to a
characteristic hopping time of 12 ps (from eq 1, assum-
ing ΔE = 10 meV). Fluctuations in the time-dependent
transmission values occur more rapidly than the char-
acteristic hopping time, with no long-lived stochastic
switching observed. As predicted from previous theo-
retical and experimental studies,55,56 the histogram of
transmission values exhibits a log-normal distribution.
After performing the KMC simulations using the

time-dependent rates calculated from eq 1, the aver-
age electronic mean squared displacement can be
computed (red curve in Figure 4). The linearity of
the curve indicates normal diffusion, and the diffu-
sion coefficient can be calculated from the slope of

Figure 2. A flow-chart depiction of themultiscale computa-
tional approach used in this work.
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the curve. To evaluate the effects of fluctuations on
the overall electronic diffusion, KMC simulations were
performed in which all interparticle hopping rates
were held constant at the rate calculated from eq 1
using T(EF,t) = T(EF)t = 0.008. The average electronic
mean squared displacement for this simulation is
shown in Figure 4 (black curve). The slopes for the
two curves are essentially identical, indicating that
the rapid geometric fluctuations have a negligible

effect on the mesoscopic transport properties of the
nanoparticle array. The actual diffusion coefficient
D � Ær2æ/(4t) = 112 l2/(n sec), here l is separation
between nearest neighbor nanoparticle centers. For a
typical spacing l= 10 nm, this yields D= 10�1 cm2/sec.
The computational procedure is repeated for a

system in which 2/3 of the atoms in the first surface
layer are removed from each electrode. Molecular
dynamics simulations are performed as before, and
time-dependent transmission values and a histogram
of transmission values are calculated (Figures 5a,b).
Dramatically different transport properties appear in
this case. The time-dependent transmission shows
distinct switching events (or equivalently, long-lived
fluctuations) in which the junction changes between
a low-transmission (low-T) and high-transmission
(high-T) state. The low-T/high-T ratio is approximately
0.003. This switching is also apparent in the histogram
of transmission values (Figure 5b) which is best de-
scribed by a bimodal distribution, in contrast to the
unimodal distribution seen in Figure 4b. The underlying
change in geometry that causes the switching to occur
is shown in Figure 5c,d. In Figure 5c, the molecule is in
approximately the middle of the junction, adsorbed
above islands of gold surface atoms on either side. This
corresponds to a high-transmission state. In Figure 5d,
the molecule is in a low-transmission state. Here, the
biphenyl is adsorbed closely to only one electrode with
one of the sulfur atoms embedded in an island of gold
atoms.
The average electronic mean squared displace-

ments are shown in Figure 6. As before, we test the
effect of the fluctuations by performing KMC simula-
tions in which all hopping rates are held constant at
the rate computed using the average transmission
T(EF,t) = T(EF)t = 0.002. In contrast to Figure 4, the mean
squared displacement computed from the average
rate (Figure 6, black curve) has a dramatically different
slope compared with the curve computed from the
time-dependent rates (red curve). For this system, the
geometric fluctuations do have a significant effect on
the electronic diffusion through the nanoparticle array.
We propose that the crucial difference between the

fluctuations in the system with an ordered electrode
surface versus disordered electrode surface is the
temporal longevity of low-transmission and high-
transmission states. At first glance, the fluctuations
appear to occur very rapidly in both systems: tradi-
tional single molecule junction measurements would
not be able to resolve either because even the
so-called “long-lived” switching events occur on the
nanosecond time scale. However, the temporal para-
meter that defines “fast” or “slow” in a network of
molecular junctions is the characteristic interparticle
electron hopping time. If fluctuations occur more
quickly than the characteristic hopping time (shorter
in the first system than in the second) the fluctuations

Figure 4. Electronic mean squared displacements (MSD) as
a function of time for the system with ordered electrodes.
The “dynamic” curve (red) is computed using the hierarchy
described in Figure 2. The “average” curve (black) is calcu-
lated assuming that all electron hopping rates are equiva-
lent to the average hopping rate from the “dynamic”
simulation. The equivalent slopes indicate that the fluctua-
tions in the “dynamic” simulation have little effect on the
mesoscopic transport through the array. Units of distance
are defined by the separation between nearest-neighbor
nanoparticles.

Figure 3. (a) Time-dependent transmission and (b) log-
normal histogram of transmission values. Transmission
values fluctuate rapidly and follow a unimodal distribution.
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do not significantly affect the mesoscopic transport. If
the fluctuations occur more slowly than the character-
istic hopping time, the junction becomes dynamically
gated by the time-evolution of the junction geometry,
and the electronic diffusion is lower than it would be
for the same system with fast fluctuations.
From the MD simulations of this dynamically dis-

ordered system, we found that the times between
switching times follow an exponential distribution
(Supporting Information text, Figure S.1). Using this
result, KMC simulations were devised in which elec-
trons hop between nearest neighbors through a net-
work of sites, with each junction allowed to switch

between two transmission states, with the switching
described by a Poisson process. Normalized electronic
diffusion coefficients from these simulations are shown
as points in Figure 7. An effective diffusion coefficient
of 1 corresponds to diffusion where all switches are in
the high-transmission state at all times, while an effec-
tive diffusion coefficient of 0 indicates no electronic
diffusion.
Three parameters are varied in Figure 7: the average

switching time (renewal time), the low/high-transmission
ratio, and the percent of junctions that are in the high-
transmission state versus low-transmission state. For all
cases, increasing the renewal timedecreases the effective
diffusion. This is a result of dynamical gating of the
individual junctions. For fast fluctuations (short renewal
times), the effective rate reaches the weighted average
value of the low-transmission (low-T) and high-transmis-
sion (high-T) states, similar to the behavior observed in
the ordered electrode system. As the renewal time
increases, the effective rate approaches the static perco-
lation limit. Decreasing the transmission of the low-T
junctions (blue points) enhances the percolation effect
because the dynamical gating is more pronounced. The
effect is particularly important when only 1/3 (or fewer) of
the junctions are in the high-T state (Figure 7c). This is a
consequence of the system's connectivity being below
the bond percolation threshold (0.347 in a hexagonal
array) which results in a static percolation limit of zero
when the transmission of the low-T state is zero (see
Figure S.2 in Supporting Information for more details).
The normalized diffusion coefficient for the system
with disordered electrodes (i.e., calculated from the full

Figure 5. Transmission and geometric properties of molecular junction with disordered electrodes. (a) The time-dependent
transmission exhibits distinct switching between a high-conductance and low-conductance state. (b) The log-normal
histogram of transmission values is best described by a bimodal distribution, in contrast to the unimodal distribution seen
in Figure 3. The source of the switching is the geometric fluctuations within the junction, shown in panels c and d. (c) The
biphenyl is in the middle of the junction, adsorbed on islands of gold atoms in a high-conductance state. (d) The molecular
linker is adsorbed more closely to one electrode in a low-conductance state.

Figure 6. Electronic mean squared displacements (MSD) as
a function of time for the system with disordered electro-
des. As in Figure 4, the “dynamic” curve (red) is computed
using thehierarchy described in Figure 2,while the “average”
curve (black) is calculated assuming that all electron hopping
rates are equivalent to the average hopping rate from the
“dynamic” simulation. In this case, the average and dynamic
curves have unequal slopes, indicating that fluctuations do
affect the mesoscopic electronic motion.

A
RTIC

LE



GEORGE ET AL. VOL. 7 ’ NO. 1 ’ 108–116 ’ 2013

www.acsnano.org

113

multiscale approach as in Figure 6) is shown in Figure 7b
(orange diamond) for comparison. There is good agree-
ment with the simulations based on Poisson-distributed
switching times, justifying the simplification.
The curves in Figure 7 are analytical solutions of the

effective rate based on a dynamic effective-medium
approximation.49,50 Dynamic bond percolation theory
(DBPT) was devised to describe charge carrier motion
through an array of fluctuating bonds, emphasizing
the importance of the bond dynamics on the carrier
mobility. The rates calculated using KMC simulations
and DBPT agree very well, suggesting that DBPT is an

effective tool for describing the effects of dynamical
gating on the relative electronic diffusion through
dynamically disordered nanoparticle arrays, provided the
switching events can be described by a Poisson process.
To relate the DBPT calculations with results from

the hierarchical computational approach described in
Figure 2, parameters are required that describe the
ratio of switches in the on/off states, the high/low
transmission ratio for switches in the on/off states, and
the topology of the connected network. The two former
parameters can be obtained from a combination of the
MDsimulations and transport calculationswhile the latter
parameter is obtained assuming a hexagonally packed
array. Defects in the structure of the array will change the
parameter that accounts for the array topology andaffect
both the computational and analytical results. In this
study, such defects have not been considered. Also, it
should be noted that the DBPTwill yield effective rates as
opposed to the absolute rates that are calculated from
the hierarchical approach. Additional details on DBPT are
available in the Supporting Information text.

CONCLUSIONS

We have developed a multiscale computational
approach to treat the problem of electronic motion
through molecularly linked nanoparticle arrays. Using
a combination of molecular dynamics, quantum trans-
port calculations, and kinetic Monte Carlo simulations,
we have explored the effects of geometric fluctuations
on mesoscopic transport through a hybrid material.
The calculations have underscored the challenges
involved with modeling transport through nanostruc-
tured materials: electronic motion occurs on multiple
time and length scales, and slight changes on the
atomic scale can dramatically affect the charge trans-
port properties on the mesoscopic scale. The results
and accompanying analysis using dynamic mean-field
theory identify the conditions under which electronic
motion will be hindered by structural fluctuations in
the constituent junctions. Fluctuations in the junction
transmission that occur faster than the characteristic
hopping time average to give results similar to con-
ductance measurements in single molecule junctions.
Slower fluctuations result in dynamical gating that will
decrease the diffusivity of electrons through the array
and make the individual junctions appear to be less
conducting. This has important implications for extract-
ing information about single molecule junction con-
ductance from an interconnected nanoparticle array.
Our findings also suggest a way forward for experi-

mental studies. Minimizing long-lived geometric fluc-
tuations will improve the utility of nanoparticle
arrays to function as test-beds for molecular electronic
junctions. To accomplish this, nanoparticle surfaces
should be nearly free of defects in systems with Au�S
binding, a challenging prospect with current fabrica-
tion techniques. Alternatively, utilizing less labile

Figure 7. Diffusion coefficients vary as a function of the
bond renewal time, the low/high transmission ratio, and the
ratio of switches in the on/off states. Diffusion coefficients
are normalized by the diffusion coefficient of a system
composed entirely of bonds in the “on” state, equivalent
to the system in Figure 4. Renewal times are in units of the
characteristic electron hopping time across an “on” junc-
tion. In general, increasing the renewal time decreases the
electronic diffusion. The orange diamond in panel b corre-
sponds to the normalized diffusion for the system with
disordered electrodes. The disordered electrode systemhas
a low-T/high-T ratio of approximately 0.003. Error bars
represent standard deviations.
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molecule�electrode binding motifs27�29,38 should re-
duce the effects of stochastic fluctuations on the array
conductance. In addition to the theoretical approach
described here, recent innovations in ultrafast single-
molecule conductance measurements may provide
a method for examining conductance fluctuations on
the nanosecond scale.57 By combining theoretical and
experimental techniques, appropriate binding motifs
can be identified, and molecularly linked nanoparticle
arrays can more effectively serve as architectures with
which to test and develop molecular junctions.

Although the system studied here (molecular dy-
namic occurring inmolecules whose terminal ends can
bind to metallic quantum dots) has been investigated
experimentally, many other situations can exist in the
general area of molecular devices, in which more than
one time scale is relevant for the evolution of system
dynamics, structure and transport. Combining molec-
ular dynamics with kinetic Monte Carlo and electron
tunneling calculations provides a broadly applicable
and physically sound approach to these multitime
scale, multimotion systems.

MATERIALS AND METHODS
Molecular Dynamics. The Tinker Molecular dynamics program58

is utilized formolecular dynamics simulations. Simulations are run
in the canonical ensemble (NVT) at 300 K using the Nose-Hoover
thermostat. The equations of motion are integrated using a
velocity Verlet algorithm with a 1.0 fs time step. All MD runs
are equilibrated for 1 ns, after which junction configurations are
recorded every 1 ps for 16 ns. Buckingham potentials are used to
treat interatomic interactions, and specific force field parameters
are adopted fromprevious studies byGoddard et al. (see Table S.1
in Supporting Information).59,60

Each junction is composed of a dithiolated biphenyl bound
between Au(111) electrodes with periodic boundary conditions in
the plane of the electrode surfaces. The electrodes are composed
of six layers of gold atoms with 18 atoms per layer. Two types of
electrode surface structure are considered: one with a full layer of
Auatomson the surface (18 atoms), andonewith 2/3 of the surface
atoms missing (leaving six surface atoms). The average interelec-
trode distance is set to 14.4 Å, and the average is maintained by
immobilizing the three electrode layers furthest from the junction
oneach side. Thebiphenyldithiol aswell as the three surface layers
nearest the junction are allowed to thermally fluctuate.

Single Junction Transport. Single molecule transport calcula-
tions are performed using Huckel-IV 2.0.61 The Huckel-IV pro-
gram calculates transport properties for a molecule bound
between gold pads composed of three Au atoms each. These
gold pads are then coupled to bulk electrodes. To create the
pad�molecule�pad structures, every configuration in the MD
trajectory is parsed to extract the coordinates of the biphenyl
dithiol as well as the three gold atoms closest to each terminat-
ing sulfur atom. From these geometries, the transmission func-
tion at the Fermi energy T(EF) is calculated:

T (EF) ¼ TrfΓLGret(EF)Γ
RGadv(EF)g (2)

Here,ΓL andΓR are the spectral densities of the left and right
leads, Gret and Gadv are the retarded and advanced Green's
functions, and EF is the Fermi energy of bulk gold. In these
calculations, the nanoparticle electrodes are treated as bulk
gold, and it is assumed that coupling of the gold pads to the
bulk electrodes is identical for all conformations. Additionally,
we assume coherent tunneling in the low-bias limit. Under
these conditions, the transmission is related to the conductance
by G = G0*T(EF), where G0 is 77.5 μS.

Kinetic Monte Carlo. The KMC simulations model thermally
activated electron hopping between nearest-neighbor nano-
particles assembled in a hexagonally packed 2D array. A total of
1024 nanoparticles are considered with periodic boundary
conditions implemented. Electrons are assumed to be nonin-
teracting, and only sequential tunneling is allowed. The energy
difference ΔE in eq 1 is taken to be 10 meV, on the order of
experimentally determined activation energies, and T in eq 1 is
set to 300 K . A simulation consists of 105 MC steps with a time
stepΔt = 1.0 ps. At each Monte Carlo step, an electron may hop
off particle i with a probability Pi(t) given by

Pi(t) ¼ 1 � e�ki (t)�Δt (3)

The overall rate to leave particle i is

ki(t) ¼ ∑
j¼ 1

6
ki f j(t) (4)

where kifj(t) is defined in eq 1. As mentioned previously, each
interparticle hopping rate changes from kifj(t) f kifj(t þ Δt)
after every MC step. If a bond is described by the rate kifj(tf),
the final rate in the time-dependent set {k}, then the sub-
sequent rate will be kifj(t0), the first value in the set {k}. In
this way, the KMC simulations may span time lengths longer
than the simulated MD times. Finally, diffusion coefficients
are computed from the average electronic mean squared
displacement:

D ¼ [r(t) � r(0)]2

4t
(5)

Here r(t) � r(0) is the distance traveled by a hopping electron
after a time interval of length t. The average in eq 5 is performed
over 1024 electron trajectories.
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